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Abstract
Detailed and accurate energy accounting is an impor-

tant first step in improving energy efficiency within build-
ings. Based on this information, building managers can per-
form active energy management, especially during demand
response situations that require load shedding over short time
scales. While individual plug-loads are an important target
for demand response, they pose significant challenges due
to their distributed nature and the significant diversity of de-
vices that are deployed.

This paper presents the design and implementation of
our energy accounting and management system which is
specifically geared towards managing plug-loads within en-
terprise buildings. Our system provides fine-grained visibil-
ity and control of plug-loads to building managers, allowing
them to deal with demand response situations through user-
specified actuation policies. At its core, our system consists
of our wireless smart energy meter with actuation capabili-
ties, ZigBee-based wireless network infrastructure, and our
Demand Response Server, an analysis engine that provides
interfaces for initiating load-shedding policies. Our micro-
benchmarks show the different methods that building man-
agers can utilize to efficiently manage devices during de-
mand response events.

Categories and Subject Descriptors
C.3 [Special-Purpose and Application-Based Sys-

tems]: Real-time and Embeded Systems; J.7 [Computers
in Other Systems]: [Industrial control]

General Terms
Design, Management, Human Factors
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Energy Metering, Wireless Sensor Network, Energy

Management, Plug-Loads Management
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1 Introduction
Managing the electrical energy consumption within

buildings has become increasingly important in recent years
given that they are the dominant consumer of electricity.
Within the United States, buildings constitute more than 70%
of the total electricity consumption[5]. Importantly, build-
ings are the prime contributers to peak load demand, and
this peak load is incredibly costly from a grid perspective.
Consequently, with time-of-day pricing, peak electricity is
very expensive to consumers as well. In fact, controlling
demand is vital when the grid is near capacity - too much
additional demand can cause major disruption and poten-
tial blackouts. Buildings, as the largest consumers of grid
electricity, have a major role to play in reducing peak de-
mand, and one of the main mechanisms is through demand
response. Demand response (DR) is the ability of a system
to respond to requests to reduce energy consumption. While
lighting, HVAC, and large appliances have been examined
for DR, plug-loads have been largely neglected[12]. Previ-
ous efforts have demonstrated that plug-load devices con-
sume a significant amount of electricity. For example, we
previously measured that between plug-loads, HVAC, and
lighting, plug-loads accounted for more than one third of the
total power consumption in an enterprise building[3].

Thus given their potentially significant energy consump-
tion, managing plug-loads can be a very effective tool for
building managers (BM) to reduce energy usage during DR
events. However, in order to consider plug-loads for DR
two key challenges must be overcome – knowing how much
energy each device is consuming (energy accounting) and
having the ability to turn off devices when necessary (en-
ergy management). Both are challenging due to the fact that
these loads are widely deployed within every physical space
in a building, and it is not immediately known what these
loads are. Unlike HVAC, which can be managed centrally
by a building management system, plug-load devices must
be controlled on a per-device basis. For many devices, such
as desktop PCs, actuation at the outlet-level might not be an
ideal or even feasible solution.

However, for many other types of devices, having actua-
tion ability can make sense, giving BMs an additional tool in
handling energy emergencies and DR events. An examina-
tion of our own building revealed a wide variety of devices
used in personal offices, including phone chargers, laptops,
desk lamps, space heaters, fans, and microwaves, as well



as shared equipment, including copiers, vending machines,
refrigerators, water coolers, coffeemakers, and televisions.
Such devices can be useful to turn off for load shedding pur-
poses during DR events. In the case of shared devices, tem-
porarily shutting off things like coffeemakers and vending
machines may not even inconvenience users significantly.

To realize this vision of better control of plug-loads, we
have designed an energy metering and management system
specifically targeted for DR. Our energy meter is incremen-
tally deployable (the part cost is under $17) and has an ex-
tended set of actuation abilities that allow BMs to quickly
shed loads when needed. Controlling the meters is our De-
mand Response Server (DRS), which contains an adminis-
trative interface that gives BMs the ability to set high-level
DR policies. The DRS also gives BMs energy awareness and
visibility of the plug-loads in the building. This paper fo-
cuses on the design and implementation of our DR system.
Furthermore, using several micro-benchmarks we evaluate
its use as a tool in managing multiple DR scenarios.

2 Background and Related Work
Energy management for buildings has been an important

research topic over the past few years. Multiple projects have
targeted the HVAC and lighting subsystems of buildings for
improvements in energy efficiency[1, 4, 6, 10]. Several ef-
forts have also identified the role of IT equipment as dom-
inant energy consumers[3]. Recent work showed that PCs
can be put to sleep while maintaing network connectivity[2].

Given that plug-loads are also pervasive in buildings,
multiple efforts have looked at metering them. These efforts
can generally be classified into two broad themes: direct
sensing, where energy is measured directly using individual
energy meters[7], and indirect sensing (often referred to as
Non-Intrusive Load Monitoring), which uses either load dis-
ambiguation techniques[11] or indirect inference using ad-
ditional sensors[8, 9, 14]. Direct sensing has been well-
examined in both academia (ACme[7]) and industry[16].
However, incorporating actuation abilities to handle demand
response scenarios has not been explored in depth.

Demand response (DR) is significant to both grid opera-
tors and building managers (BM). Peak demand is extremely
costly - a study found that a 1% decline in peak demand
would lead to 3.9% monetary savings[15]. Even more im-
portantly, reducing peak consumption can help stablize the
grid when generation is close to maximum and additional
demand might cause a grid failure. Currently, DR is typi-
cally implemented by time-of-day pricing signals with the
hope that higher prices will provide incentives to users to
shed loads. Recent work has looked at designing the IT
infrastructure needed to send such signals to buildings[13].
Lighting solutions for DR exist that utilize ballasts to shut off
when signaled. Many buildings have centralized HVAC con-
trols, and thus can change cooling set points or shut down the
entire HVAC system if needed. Recently, proposals for the
smart grid have called for certain appliances such as wash-
ers and dryers to have load control capabilities that can be
used to schedule them. However, such load control switches
are designed for heavy appliances and do not offer BMs an
efficient way of controlling many smaller plug-load devices.

Figure 1. Picture of our energy meter with various com-
ponents marked.

3 Architecture
Our system consists of our Smart Energy Meter, our

wireless network, and our backend DR Server (DRS) that
collects the data from the meters and allows for DR control.

3.1 Smart Energy Meter
At the center of our DR load shedding system is our

Smart Energy Meter (SEM). While there are already several
commercial[16] and research[7] plug-load meter designs, we
developed our own meter to facilitate our DR vision.
3.1.1 Hardware Design

Our SEM node comprises five components: voltage and
current sensing circuitry, energy measurement unit, power
supply, a wireless radio, and a relay for switching loads on
or off. The overall logical layout is shown in Figure 1. The
voltage and current sense circuitry is responsible for convert-
ing the line voltages and current measurements to appropri-
ate voltage levels for sampling by the energy metering IC (an
MSP430 with ESP subprocessor). The energy metering IC
then calculates various parameters, such as power and power
factor and also maintains averages over time. These average
values are then periodically transmitted to a base station over
a ZigBee wireless radio. A mechanical relay is connected to
the energy metering IC and can actuate the electrical load
plugged into the SEM.

The voltage drop across a sense resistor (4mohm/4W) on
the neutral line is used to measure current, while the supply
voltage is measured across the live and neutral lines brought
down using a voltage divider network. The Analog Front
End in the MSP430 samples the voltage and current signals
using a 16-bit ADC at 4kHz samples per second. This IC
internally processes these samples to calculate active power,
reactive power, power factor, and RMS values into desig-
nated registers periodically. The IC also contains an MSP430
core, which is a 16 bit RISC processor with up to 32KB of
flash and 1KB RAM. The USART of this IC is connected to
a CC2530 system-on-chip, 802.15.4 compatible radio from
TI. One of the GPIOs of the MSP430 is used for switching
the load using a mechanical relay (Omron G5CA). Another
GPIO is connected to a switch for manual overrides. The
power supply unit of the SEM is based on direct-rectification



Figure 2. Picture of our energy meter (a, b), our SheevaPlug base station (c) that is deployed in the hallways, and the
CC2530-based wireless module (d) used in our base station and energy meters.

with a buck boost converter IC (LNK304), providing up to
120mA at +12VDC. The 12V rail is used to power the me-
chanical relay. We use another LDO regulator to drop the
+12V down to +3.3V to power the rest of the circuit.

We calibrated the SEM using a WattsUp Pro[16] and
tested the power meter values to be 99% accurate for loads
(both resistive and inductive) up to 1kW. The bill of mate-
rial for our complete SEM is less than $17 (in quantities of
1000). This cost does not include PCB manufacturing and
component stuffing, estimated to be less than $5.

3.1.2 Software Design and API
The software on the MSP430 controls the core function-

ality of the SEM. Our software comprises four basic tasks -
the energy metering task, the command task, the serial task,
and the safety task. The energy metering task handles re-
trieving values from the ESP subprocessor and calculating
the final outputs that will be sent to the DRS. The serial
task handles serial communications with the CC2350 radio.
The command task controls the operation of the meter by
recording what options and parameters the meter is config-
ured with. The SEM supports different send modes, which
allow the building manager (BM) to control the rate at which
data messages are sent, including using threshold compres-
sion and averaging. These modes are set by configuration
messages that come from the DRS. The safety task monitors
the temperature and will shut down the connected load if the
temperature goes over predefined safe values.

Our DR functionality is supported using several parame-
ters that control how our SEM operates. First, the SEM can
be set with the device type that it is connected to. Currently,
this device type needs to be set by the user. The SEM can
also be set with two priority levels (one for day time and one
for night time) that dictate when the connected device should
be turned off. These priority levels can be set by the BM, the
user, or automatically (based off the device type), and essen-
tially determine how important it is that this device stay on.
These parameters will be set by the end-users or the BM via
the DRS. After registering the device, the DRS will send a
configuration message to the SEM specifying what type of
device it is connected to, and what the priority levels are for
that device. The manual override switch in each SEM can be
used to turn on devices that have been remotely turned off if
the BM enables that option as well.

3.2 Wireless Data Collection Network
The next component is our wireless data collection net-

work. The network architecture is tiered with the SEMs
sending data to base stations, which then relay the data to
the DRS. Our base stations are equipped with both ZigBee
radios and WiFi/Ethernet interfaces for connectivity to the
building LAN. Our ZigBee network allows for bi-directional
communication between SEMs and the base station. Based
on our preliminary tests each base station ZigBee node can
sustain more than 20 SEM devices transmitting data to it at
once per second without any noticeable packet loss. The base
stations are plug PCs ($100) and are attached to two ZigBee
nodes ($10 each). Thus each base station can handle more
than 40 nodes, so a complete set for 40 SEMs costs $1000
(average of $25 each).

Security is extremely important due to the fact that the
SEMs can control their connected devices. Accepting forged
messages would allow hackers to remotely shut down de-
vices. ZigBee has a defined set of security features including
AES encryption, trust center authorization, and key estab-
lishment and transport. Using these features it is possible to
ensure that messages and nodes are authenticated and limit
the possibility of fraudulent commands.

3.3 Demand Response Server
The DRS collects the energy data from the base stations

and stores it in a database. The database records energy mea-
surements as well as metadata about all SEMs. A collection
of Python applications reside on the DRS that enable the
actuation controls and demand response functionality. The
DRS has a web-based interface for both end-users (called
MyDashboard) and BMs. MyDashboard allows users to add
their energy meters to the site and view them. When the user
registers their meter with the DRS, they select the device
type, such as “lamp” or “laptop” from a set of categories.
The user may also change the priority level of the device if
the BM allows it. Using the site, users are able to track their
devices and see how much energy they are using.

The administrative interface for the BM allows them to
view all the connected meters and gives them control over
the entire network. Real-time energy usage information can
be useful to BMs, and the system provides this informa-
tion along with aggregate statistics such as total energy used
across all the devices. Importantly, the BM can set a de-



fault priority level for the various device types in a building
for both day and night times. Some devices have a natural
higher priority during the working day, such as printers and
kitchen appliances, while other devices might have higher
priorities at night, such as lamps. These defaults allow au-
tomated priority level setting for most devices that are con-
nected to the system, and will be set when the user indicates
what type of device is connected to the SEM. BMs can ex-
ercise finer-grained control by setting priority levels for in-
dividual devices when needed. For example, some shared
devices might have higher priority than other devices of the
same type, such as a shared printer versus a private one.

This interface gives the BM the ability to set a demand
response policy by setting a DR command with the desired
parameters. The BM sets the parameters of the devices that
they want disabled for DR purposes, e.g. all devices of a cer-
tain device type, priority level, or combination thereof. The
DRS will then send out commands to the meters to shut off.
Actuation by device type and priority level is extremely effi-
cient due to the fact that the system sends out a broadcast
message that labels which parameters need to shut down.
Each SEM checks its own parameters (device type and pri-
ority level) against the broadcast message to determine if it
needs to disable or enable the connected device. We describe
the usage modalities for setting demand response policies in
the following section.

4 Usage Model
The utility of our Demand Response (DR) system is in

the interface that building managers (BM) can use to quickly
set DR commands. There are several methods that BMs can
use to enact DR events. The different options reflect the fact
that a DR event might be economic, in which case reducing
low priority loads is sufficient, or an emergency, in which
case shedding significant loads is required.

4.1 Direct Actuation
The device parameters allow BMs to send a single com-

mand to all the SEMs for actuation. The simplest method is
to turn off all devices of a certain device type, e.g. laptops.
A broadcast message specifying an actuation command for
the requested device type will be sent to all SEMs. If a SEM
observes that its device type matches, it will shut off the de-
vice connected to it. When the DR event passes, the BM can
send a message instructing all SEMs to re-enable the devices
of the specified type.

Another DR mechanism is to actuate based on priority
levels. Our system can send a broadcast message to all SEMs
stating which priority levels to turn off. Each SEM will com-
pare its own priority level with the one in the message, and if
its priority level is lower the SEM will turn its connected load
off. Turning off a device inconveniences users who might be
present in the DR event - it is up to the BM to determine the
best way to notify users. It is important to note that remote
actuation can be intrusive to users, so the BM should make it
clear that any actuation will be for DR events only.

The priority levels allow the BM to conserve energy with
minimal impact by selecting lower priority devices to shut
off. For example, the BM can decide to turn off devices with
a priority level of 3 or less, which might include devices such

as vending machines, coffeemakers, space heaters, laptops,
and phone chargers. In this case, every SEM will check its
priority level and compare it to the message - if it is 3, 2,
or 1 it will shut off the connected device. A red LED on
the meter will blink to notify the users that this meter is in
a DR shut-off state. When the DR event passes, the BM
can set a restore command, which sends a broadcast message
asking all devices of that priority level and higher to return
to normal operation. For example, if a device with priority
level 4 has been turned off, and receives a restore message
with priority level 5, it will not re-enable, but if it receives a
restore message with priority level 3, it will. This allows the
BM to stagger re-enabling devices by priority level. The BM
can even combine priority level and device types, such as if
the BM wants only laptops in priority level 3 shut down.

Turning on all the devices of a priority level might cause
an unwanted spike, especially if there are many devices.
Thus, the BM has the option of specifying a random time
value (in seconds) along with the actuation command. Actu-
ated devices will wait for a random amount of time up to the
time value until they actually turn on, ensuring the staggering
of devices within a priority level.

Additionally, it is possible to actuate specific devices by
turning them ON/OFF, although this requires sending a mes-
sage to each device individually. There are actually two dif-
ferent types of individual actuation messages that can be sent
to the meters. The first is a direct actuation command that
will shut down (or turn on) the connected device. The SEM
will record this as its current mode of operation. If later the
SEM receives a priority level restore command, it will not
re-enable the device since its normal operating mode was al-
ready set to ”off.” The other is a demand response individual
actuation command. If the SEM later receives the priority
level restore command, it will turn on the device if the spec-
ified priority level matches. This enables BMs to quickly re-
enable all devices that were shut off due to demand response
reasons, while keeping other devices that the BM wanted off
in a shut down state.

4.2 Using Occupancy Information
We have also experimented with incorporating informa-

tion from occupancy sensors, based on our sensors for HVAC
control[1], to augment our demand response load shedding
system. These sensors utilized PIR with a reed switch to
detect occupancy. Unoccupied rooms might be better candi-
dates for load shedding and our system can take that infor-
mation into consideration. For example, rather than having
all priority level 2 (and lower) devices turn off, the BM can
set a load shedding command for all priority level 2 devices
that are in unoccupied rooms. As the DR Server will receive
real-time occupancy information, the system will re-enable
the devices when occupants return to their room, which ef-
fectively leads to occupancy-based energy actuation. This
allows rooms that are unoccupied to continue having their
devices shut down, while rooms that become occupied will
have their devices restored.

4.3 Targeted Load Demand Response
Finally, a more sophisticated method for DR is to set a

target kW that needs to be shed, and the system will deter-



Figure 3. Power consumption of a desktop PC + 3 LCD
monitors for over a week.

mine which devices to shut down to hit that target and min-
imize inconvenience among all of the users. The BM sets
the kW target and the maximum priority level that they will
allow to shut down. The system will first examine all the
current loads of the lowest priority level. It looks at the past
five seconds for a quick average on how much each device
is currently using. It adds up the current energy consumed
by all such devices for that priority level, and compares it
to the target. If the target is higher, then the system knows
all devices of that priority level need to be shut down. It
then repeats with the next priority level, adding the energy
consumed of that priority level with the energy consumed of
the lower priority levels and comparing this sum against the
target kW. When it gets to a priority level where it does not
need to shut down all of the devices (e.g. level 5), it will send
out the broadcast message to shut down all the devices of the
previous priority level (e.g. level 4) and then selectively shut
down individual devices of priority level 5, starting from the
highest consuming device, until it hits the requested target.
The system will only do this until the specified max priority
level - if the target is higher than what can be achieved, the
system will just shut down all lower priority levels.

5 Evaluation
We evaluate our system using micro-benchmarks for ba-

sic functionality and efficient demand response load shed-
ding. We have deployed more than 20 of our SEMs on one
floor of our building across multiple individual offices. We
have collected energy usage data from different types of de-
vices, with a majority being IT related loads including LCD
screens, laptops, desktop PCs and printers.

5.1 Data Collection Results
We show a sample trace from a SEM in our deployment

in Figure 3, which graphs the energy consumption over a
month for a computer and three monitors, combined as a
single load. The reduction in energy when the monitors go
to standby mode can be seen, while the computer remains
on the entire time. Several other research efforts have pre-
sented energy traces to demonstrate the diversity in energy
consumption loads across different device types[7, 14].

5.2 Priority Levels Demonstration
We demonstrate the results of turning off devices based

on priority levels. We test our priority level actuation in a
single-person office. We have seven loads, each with a differ-
ent priority level (in parentheses) - a fan (1), phone charger
(1), laptop (4), lamp (5), two monitors (6), and a desktop
PC (10). The priority levels were set according to what a
building manager might set - chargers and fans have low pri-
ority as they can be shut off without too much inconvenience,
laptops can be shut off too because they typically have bat-

Figure 4. Priority level actuation: Notice how devices of
the same priority level turn off and on at the same time
(priority level listed on the right side).

Figure 5. Results of using occupancy information along
with priority levels. Notice how the devices turn off and
on after an occupancy event.

teries, and desktop computers have the highest priorities be-
cause shutting them off can have a huge adverse effect on
users. We stagger turning off each priority level a few min-
utes apart, starting from the lowest priority level and moving
up to the highest priority level.

As can be seen from Figure 4, the fan and phone charger
(with the lowest priority of 1) both turn off simultaneously
first, and the laptop and lamp follow. We restore all the
devices afterwards starting from the highest priority. The
higher priority monitors turn on at the same time, followed
by the laptop, lamp, and finally the fan and phone charger.

5.3 Using Occupancy Information
A BM can set a load shed action for unoccupied rooms of

a certain priority level. In this experiment, we deployed an
office room with four devices (a lamp, LCD, fan, and laptop)
in addition to an occupancy sensor. Our occupancy system
is based on the design by Agarwal et al.[1] since it claimed
an accuracy of 96%. The DR priority level is set so all the
devices in the room will be actuated, but with the occupancy
option enabled. This effectively will mean that the devices in
the room will be actuated according to the occupancy status
in that room. Figure 5 shows the results for an hour.

As the occupant leaves, the Demand Response Server
(DRS) is notified by the occupancy sensor and will send a
command to shut down all five devices, and as the occupant
returns, the DRS will send a command to turn on the devices.
Because of how our occupancy sensor works, there is a short



Device Watts PL Device Watts PL
Desktop 75.6 10 Phone 3.1 9
Monitor 1 17.5 8 Monitor 2 25.7 8
Lamp 1 92.1 4 Lamp 2 33.9 4
Table Fan 29.7 3 Laptop 46.8 2
Cell Phone 2.4 1 Speaker 3.8 1

Table 1. Devices, their average power, and priority level
(PL) for targeted DR test. Ten devices were tested.

delay of 15 seconds between a person leaving a room and
our system registering the event. Therefore, it takes at least
15 seconds to actually turn off a device. Turning on a device
however is immediate. The drawback of this approach is that
messages must be sent for every device individually. We note
that not all devices (e.g. laptops) are good candidates to be
actuated through occupancy; it is up to the BM to determine
the proper policies.
5.4 Target-based Demand Response Scenario

We demonstrate our system using target-based load shed-
ding and allowing the DRS to automatically decide the de-
vices to turn off. We have 10 devices over multiple rooms,
listed in Table 1 with their average power and priority levels.

Figure 6 shows the combined power trace of all 10 de-
vices for our experiment. Initially all devices are active and
consuming about 350 watts. At time A, we set a target for
175 watts with max priority level 9. The DRS turned off pri-
ority level 3 devices (total consumption of about 108 watts)
and lamp 1, which was the highest consuming device with
priority level 4 at 92.1 watts. As can be seen, the energy
consumption went from 350 watts to 150 watts, a reduction
of 200 watts. We then re-enabled all of the devices by send-
ing a priority level 1 restore command. At time B, we set
a target of 300 watts with max priority level 9. The system
was only able to reduce down to 75 watts however because
the desktop computer had a priority of 10. With a max prior-
ity of 9 for this targeted load shedding command, the system
sent out a priority level 9 shut off message, turning off all
devices except the desktop.
6 Conclusions and Future Work

We have presented our energy accounting and manage-
ment system for demand response control of plug-load de-
vices. We have designed a smart energy meter (SEM) that is
able to actuate its connected device, and demonstrated how
our SEM can be used for handling demand response events.
Tied to the energy meter is our Demand Response Server that
has a web-based user interface to allow building managers
the ability to visualize and control the meters. We outline
different methods for enabling building managers to quickly
deal with demand response events for plug load devices.

Going forward, we seek to extend the concept of placing
intelligence in the SEMs and devise new ways to facilitate
energy management. We are experimenting with signature
detection algorithms to automatically classify device types,
which will help simplify the deployment process. We hope
to better minimize inconvenience to users by optimizing our
control schemes. Finally, we are working with consultants to
make our SEM UL Certified.

Figure 6. The targeted demand response mechanism.
This is total power consumed by all of the devices.
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