
T
H E  W H I T E  H O U S E launched a 
new U.S. Cyber Trust Mark 
in July 2023, unveiling the 
design and announcing the 
U.S. Federal Communica-

tions Commission (FCC) would be so-
liciting comments on a wide range of 
details, including the requirements 
for using the mark on product pack-
aging. Our group from Carnegie Mel-
lon University (CMU) created a video 
shown at the launch event, showcas-
ing our vision for the consumer expe-
rience purchasing Internet of Things 
(IoT) products with the benefit of a 
security and privacy label that would 
accompany the U.S. Cyber Trust Mark 
(see the accompanying figure). We had 
previously spent several years con-
ducting consumer research to inform 
the design of our IoT label.

We submitted comments to the FCC 
and have been participating in indus-
try-convened groups aiming to build a 
consensus on details surrounding IoT 
labeling. We have received substantial 
pushback from industry players on the 
idea of including anything more than 
a QR code next to the mark on a pack-
age label; some organizations argue 
there is not sufficient room on prod-
uct packaging and printed informa-
tion on a package may become out of 
date. We have also observed resistance 
to including any privacy-related infor-
mation; some organizations prefer to 
include only information about device 

Consumers Want Information 
on Packaging
We conducted a 518-participant on-
line research study in summer 2023 
to gain empirical evidence as to how 
consumers would react to seeing only 
a minimal label with a trust mark and 

security. However, our research with 
consumers suggests purchasers of IoT 
products would appreciate and benefit 
from some of the most relevant infor-
mation about both security and pri-
vacy included alongside QR codes on 
product packaging.

Privacy 
Internet of Things Security 
and Privacy Labels Should 
Empower Consumers
Designs should offer useful information and convenience.
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Frames from the Carnegie Mellon IoT label video shown at the U.S. Cyber Trust Mark 
launch event. Top left: Two smart thermostat boxes are shown on a store shelf with a 
closeup of their package labels, which include the U.S. Cyber Trust Mark. Top right: A 
consumer scans the QR code on one of the labels using a cellphone. Bottom: After scan-
ning the QR code, the consumer views a more-detailed label on their phone. The video is 
available online at: https://youtu.be/odaklOk1G8I?t=3554
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baseline might require user-change-
able passwords, but without more in-
formation, consumers will not be able 
to easily identify products that also in-
clude multifactor authentication.

Consumers Find Privacy 
Information Most Actionable
Our research indicates consumers are 
especially interested in data protection 
and data privacy factors, such as what 
sensors a device has, who their data is 
shared with or sold to, and the purpos-
es for which data will be used. In fact, 
our research shows that while consum-
ers may be satisfied with a simple in-
dicator showing their device is secure, 
they would like more information 
about data privacy factors and expect 
this knowledge will give them agency, 
for example, to cover a camera lens or 
position a device where it is less likely 
to pick up sensitive audio.5 In our stud-
ies with consumers, the most impor-
tant factors affecting risk perception 
and willingness to purchase a device 
were related to data privacy. We strong-
ly suggest data privacy factors must be 
included as a requirement to use the 
U.S. Trust Mark. In addition, some 
other countries have already launched 
their own IoT labeling schemes, and 
most are basing their requirements on 
the European Union Standard, ETSI 
303 645, which explicitly has data pri-
vacy as one of the requirements. The 
data privacy factors we propose closely 
match the privacy requirements in the 
ETSI standard. We believe if the U.S. 
program does not include data privacy 
factors, it will lead to compliance chal-
lenges for IoT device manufacturers as 
they try to sell their products globally.

We understand concerns about 
the size of the label on product pack-
aging, and believe that with a focus 
on the most critical information that 
is not implied by whatever baseline 
standard is adopted, the size of the 
packaging label may be reduced to 
something smaller than what we pre-
viously proposed (with more complete 
information provided in the layer 2 
label obtained by scanning the QR 
code). In addition, we suggest the FCC 
reformat the U.S. Cyber Trust Mark 
to be more conducive to a compact 
label. This would include position-
ing the words to fit compactly under 
the shield graphic or possibly wrap 

not offer information about the types 
of sensors on the device or how data 
collected through these sensors will 
be used and shared. Indeed, the pro-
posed Informing Consumers About 
Smart Devices Act, which has already 
passed as H.R 538 in the U.S. House of 
Representatives, would require prod-
ucts to “clearly and conspicuously” 
disclose they have a camera or micro-
phone if they have one and a consumer 
could not “reasonably expect” it.8 We 
have seen devices such as smart ther-
mostats and smoke alarms sometimes 
include microphones and other sen-
sors, which can surprise consumers.1 
In fact, we have heard from some man-
ufacturers that they imagine enabling 
additional functionality on products 
with a firmware update that turns on 
previously undisclosed sensors. Thus, 
we recommend that at minimum, la-
bels on IoT device packaging include a 
notice about audio and visual sensors 
and perhaps other sensors consumers 
find sensitive such as those that can, 
for example, infer occupancy or behav-
ioral patterns.

Our research also indicates con-
sumers want to know how the data 
collected by sensors will be used and 
shared, and that this information is 
likely to impact their purchase deci-
sions.6 It would be useful for manu-
facturers to convey when their devices 
offer security and privacy protections 
that exceed baseline standards. For 
example, the baseline might require 
the availability of security updates, but 
without more information, consumers 
will not be able to distinguish easily 
between products requiring these up-
dates are applied manually and those 
that automatically apply them. Or the 

QR code on product packaging. We 
compared this with our full proposed 
label7 as well as a middle-ground ap-
proach, which includes a few impor-
tant elements only. We provided a brief 
educational intervention to half the 
participants to let them know about 
the purpose of the U.S. Cyber Trust 
Mark and accompanying QR code 
prior to presenting labels for three 
fictitious smart thermostat products. 
Study participants strongly favored 
the two higher-complexity labels over 
the minimal label that required using 
a QR code to access any information. 
Most participants correctly answered 
questions based on information in 
these two higher-complexity labels. 
Few participants scanned the QR 
codes. Furthermore, while the educa-
tional intervention improved their un-
derstanding of the QR code’s purpose, 
it notably did only a little to motivate 
them to scan the QR code.2

Our study results suggest it is im-
portant to include meaningful infor-
mation on the package itself rather 
than rely on consumers to scan QR 
codes. Consumers in our study found 
scanning QR codes inconvenient, and 
some were concerned about potential 
security issues associated with QR 
codes. Consumers may make assump-
tions about the content of labels, and 
without seeing at least some summary 
information on the product packag-
ing, may have no reason to scan the QR 
code or to suspect their assumptions 
may not be correct. In addition, for 
consumers who want to compare prod-
uct labels, it is difficult or impossible 
to view multiple labels side-by-side on 
a cellphone screen, but much easier to 
look at product packages side-by-side. 
Finally, if the information is available 
only through a QR code, then consum-
ers will not have access to it when they 
do not have a cellphone with a camera, 
QR code reader, and an Internet con-
nection readily available.

Our research sheds some light on 
the most important information to 
include on product packaging. Assum-
ing products carrying the trust mark 
comply with baseline security and 
privacy standards, it may not be neces-
sary to include information that can 
be inferred from the fact that a prod-
uct has the trust mark. However, the 
presence of the trust mark alone does 

Our research sheds 
some light on the 
most important 
information to 
include on product 
packaging. 
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products were willing to use these 
products despite these risks, the next 
wave of mass-market IoT consumers 
will naturally be more risk averse and 
will need assurances these products 
can indeed be trusted. Our research 
indicates consumers strongly prefer 
products with clearly disclosed secu-
rity and privacy attributes and will 
pay a premium for devices with bet-
ter practices. For the U.S. Cyber Trust 
Mark to best support consumers, it 
must provide both security and pri-
vacy information in a convenient and 
readily accessible form that lends it-
self to easy comparison shopping. If 
IoT “nutrition labels” are to empower 
consumers, they must be designed 
with consumers in mind. 
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around the shield. In addition, it 
might be feasible to adjust the shield 
so a QR code could be placed in the 
center of the shield. We also suggest a 
flexible approach that would encour-
age more information to be placed on 
packaging for larger products where 
there is sufficient space, but allow 
a more compact representation for 
smaller packages or even inclusion 
on the products themselves since the 
packing is discarded by most consum-
ers after installation.

How to Get Useful Information 
to Consumers
In addition to the IoT label on a pack-
age and available via QR code, it is 
important all label information be 
readily available on a centralized 
and trusted registry in a machine-
readable format, for example, JSON 
or XML. This allows the information 
to be searched and indexed on search 
engines, automatically included in a 
standardized form on retailer prod-
uct pages, or used as a comparison 
shopping factor by retailers that of-
fer consumers the ability to compare 
products on their websites. It also al-
lows the development of tools that can 
verify whether the declared practices 
in a label actually match the device 
behavior, such as whether its network 
traffic is really encrypted, how often it 
is updated after a known vulnerability 
disclosure, and so forth. In addition, 
third parties may develop apps or 
Web-based product comparison tools 
that can automatically recommend 
products to consumers based on their 
preferences. For example, at CMU, we 
piloted IoTSparrow, a tool enabling 
shoppers to select the security and 
privacy features most important to 
them and view side-by-side compari-
sons of products.3 Consumer groups 
or IoT device retailers might offer 
Web-based comparison tools.

While the U.S. Cyber Trust Pro-
gram is currently meant to be volun-
tary, we are concerned an entirely vol-
untary program is likely to benefit bad 
actors (that is, device manufacturers 
who do not qualify for the U.S. Cyber 
Trust Mark), perhaps more so than 
good actors. In our recent research,4  
we conducted an incentive-compati-
ble study to determine the premium 
consumers are willing to pay for de-

vices with IoT Security and Privacy 
labels. We compared similar devices: 
one with a label showing good securi-
ty and privacy attributes, another with 
a label showing bad security and pri-
vacy attributes, and finally, one with 
no security or privacy label informa-
tion, the status quo today. Our results 
indicated consumers are willing to 
pay significant premiums for devices 
with good security and privacy as 
compared to devices with bad secu-
rity and privacy or even those with no 
information provided. This is prom-
ising since it shows that manufactur-
ers with good security and privacy 
practices can benefit from displaying 
this information on a label. However, 
when participants compared devices 
with bad security and privacy to a 
device with no information, they pre-
ferred the one without any informa-
tion since they did not believe it would 
be as bad as the one with clearly stat-
ed bad practices. In other words, bad 
actors are incentivized to not disclose 
their security and privacy information 
at all since consumers do not assume 
the worst. In order to avoid this prob-
lem and ensure the labeling program 
benefits consumers and improves the 
overall security of IoT devices, we rec-
ommend moving toward mandatory 
labeling requirements.

Research demonstrates consumers 
really do want security and privacy in-
formation about IoT products readily 
available and prominently displayed 
at the time of purchase. Consumers 
are increasingly wary about connected 
IoT devices being hacked and having 
their most sensitive information sto-
len. While the “early adopters” of IoT 

 Consumers are 
increasingly aware 
about connected  
IoT devices being 
hacked and having 
their most sensitive 
information stolen. 
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