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ABSTRACT

Bridging disparate realms of physical and cyber system compo-
nents requires models and methods that enable rapid evaluation of
design alternatives in cyber-physical systems (CPS). The diverse
intellectual traditions of physical and mathematical sciences makes
this task exceptionally hard. This paper seeks to explore poten-
tial solutions by examining specific examples of CPS applications
in automobiles and smart buildings. Both smart buildings and au-
tomobiles are complex systems with embedded knowledge across
several domains. We present our experiences with development of
CPS applications to illustrate the challenges that arise when exper-
tise across domains is integrated into the system, and show that cre-
ation of models, abstractions, and architectures that address these
challenges are key to next generation CPS applications.

Categories and Subject Descriptors

D.2.11 [Software Architectures]: Data Abstraction;
D.4.7 [Organization and Design]: Real-time systems and embed-
ded systems

General Terms
Design

Keywords

Cyber-Physical Systems, Smart Buildings, Automobiles, Abstrac-
tions, Models, Architectures

1. INTRODUCTION

Proliferation of computing and communication technologies has
made it possible to build societal-scale systems that are at the thresh-
old of transforming societal infrastructure for transportation, en-
ergy, healthcare. This opportunity for improved societal infrastruc-
ture can be exploited only if we are able to build eftective Cyber-
Physical Systems (CPS) applications that will incorporate a myr-
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iad set of requirements and create prototypical system archetypes.
This requires our ability to create useful abstractions of CPS, and
reasoning and optimization tools that use these abstractions.

Consider an example of a personal home assistant application.
It will take care of your basic chores such as payment of monthly
bills, switch on lights as you enter your home, or remind you to
buy milk. The app would also ensure stable electricity according to
your demand, making use of solar panels, exploiting the batteries
in your electric car when not in use, and bidding for electricity
from the grid when needed. The app would modulate the lighting
and thermal environment based on ongoing activities - sleeping,
cooking, watching TV, etc. It would notify you about things that
may need your attention, such as a broken pipe, malfunctioning
refrigerator, or high water usage bills.

Each aspect of this app requires interaction with other physical
systems such as home appliances, the power grid, and the security
system. To develop such applications, we need to create an ecosys-
tem that makes it easy for programmers to access relevant infor-
mation across these systems. However, each system has domain
specific aspects, and the information sought is a result of complex
interactions within the system. We need models that capture this
complexity, so that applications can access contextual information
without requiring extensive domain expertise across all these dis-
parate systems. For instance, the power grid for a modern home
will consist of solar panels, energy storage, appliance load, and
connection to the community grid. The grid model would capture
the interaction between these components, and provide information
such as expected electricity usage, or suggest changes that will re-
duce electricity bills. Similarly, occupants within the home will
have certain behavioral patterns, preferences, and habits that need
to be learned and captured in an occupant model.

Each of these models often naturally interact with each other
and third party applications written on top need to extract and ex-
change information from multiple models/systems. Thus, the mod-
els need to provide abstractions that enable other applications to
use it. These abstractions simplify application development, and
lead to development of complex models that can be reused across
different applications. Such abstractions are common in modern
computing systems. For instance, solid state drives hide the com-
plexity of flash memory, and expose byte addressable memory to
the processors. Similar abstractions need to be created for various
CPS domains.

We need architectures that support these models and abstrac-
tions, and provide a unified view of the system that has built in
privacy and security mechanisms. The architecture needs to sup-
port a system that is scalable and maintainable. Design of these
models, abstractions and architectures is the next big challenge for



creation of societal scale CPS applications. In this paper, we use
two domains — smart buildings and automobiles, as exemplars to
illustrate these challenges and outline data exchange mechanisms
and design alternatives.

2. BACKGROUND AND MOTIVATION

Cyber-Physical Systems seek to bring the benefits of internet
scale computing and networking to physical systems like trans-
portation and buildings. Existing methods for application devel-
opment create their own models and abstractions as needed, and
as the applications become more complex, the common parts are
modularized into libraries or services that can be reused across ap-
plications. There are tools available that allows the application to
be tested and debugged in a limited environment. Errors in pro-
gramming are often benign, and security flaws do not directly im-
pact physical systems.

With CPS applications, many of the tools for development, li-
braries for abstraction of functionalities and simulators or emula-
tors for testing or debugging are yet to be built. Some modeling
tools and simulators such as architectural CAD and fluid mechan-
ics simulation tools are available, but they are restricted to domain
specific applications. As CPS applications targeting emerging areas
like the Smart Grid will directly impact physical systems, develop-
ers need to capture the complexity of the natural world, need to
ensure correctness across a range of scenarios, and make programs
that are robust against physical damage and external attacks.

To reduce developer burden, to decrease the cost of application
development and to encourage reuse across applications, an infras-
tructure needs to be created that supports creation of CPS applica-
tions. We propose that models be created that capture domain spe-
cific complexity, and expose information with relevant abstractions
to the developers. Models can be design centric, user centric, infor-
mation centric, or centered towards operations or controls. Model
development can be complex [25], and hence, creation of these
models can be delegated to trusted entities to reduce errors and cer-
tified by standardized bodies. Tools for debugging, simulation and
emulation can be developed based on these models.

Currently, CPS applications that span across domains need de-
velopers that are familiar with all the domains relevant to the ap-
plication. Significant expertise is required to make use of available
models and they have a steep learning curve, making application
development expensive, and prone to error due to misunderstand-
ing. Abstractions of models need to be created that support devel-
opers who are not domain experts. As these models can get in-
credibly complex, different levels of abstractions needs to be made
available for developers for different levels of expertise. Such lev-
els of abstraction are common in heterogenous system of systems
both in the physical domain such as airplanes and in cyber systems
like operating systems.

The infrastructure for CPS design and development will be in-
complete without an environment in which the models can co-exist
and applications can be deployed safely. The architecture for a
CPS system can be metaphorically described as the infrastructure
provided by a city for its daily operations [37]. The city provides
necessary services such as transportation, safety and real estate for
various businesses to operate, and an environment in which busi-
nesses provide services to each other. Similarly, the CPS architec-
ture needs to provide mechanisms for protection, communication,
timing, consistency and reliability. As in a city, the architecture
needs to be designed to guide beginners to learn the infrastructure,
for models to be upgraded and services to be tested; so that the
system evolves with changing requirements of the applications.

While a comprehensive analysis of all CPS requirements is not
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Figure 1: Software Architecture of BuildingDepot [7]

available at this time, based on our experience with the case stud-
ies, we present the challenges faced using specific examples across
smart buildings and automobiles.

3. CASE STUDY I: SMART BUILDINGS

Buildings form an essential part of modern infrastructure, and is
a prototypical example of a complex CPS. Many different domains
are embedded in a building to meet its wide range of requirements
- architecture and construction, electrical system for lights and ap-
pliances, and other systems that manage water, safety and security.
Use of sensors and technology is common in modern buildings, and
they provide a fertile ground for development of CPS applications.

3.1 Building Management Architectures

In most buildings today, each of the systems is maintained by
separate contractors with little information flow across them. Con-
sider the HVAC (Heating, Ventilation and Air Conditioning) sys-
tem, that use sensors such as temperature and air flow, distributed
across the building for monitoring and control of the thermal envi-
ronment. Usually, a single vendor provides the equipment, sensors,
and management software. Examples of such Building Manage-
ment Systems (BMS) include Metasys from Johnson Controls [2]
and Apogee from Siemens [39]. Such domain specific single ven-
dor solutions fail to provide a holistic view of the building, and is a
major impediment to the development of CPS applications.

Middleware solutions have been proposed that consolidate infor-
mation from diverse sources, and make it available for third party
applications [5, 7, 9, 24]. NiagaraAX [5], a popular commercial so-
lution, uses a Java based framework, while academic solutions use
the web services approach [7]. Figure 1 shows the software archi-
tecture of our webservice based framework, BuildingDepot. Data
connectors collect information from different sources using their
respective protocols, and standardize information retrieval through
web service APIs. The middleware provides features such as access
control, data storage, information organization and search. This re-
duces the burden on developers as it eases data access and they do
not deal with myriad of protocols used for data acquisition.

Although these middleware solutions democratize access to data,
interpretation of data is still a challenge. Models that use this data
to understand the domain specific context and provide useful ab-
stractions to the developers are not yet available. The BMS archite-
cure needs to support these domain specific models and information
flow across them. The information flow should be controlled so that
privacy of the users is preserved. The BMS needs to scale well and
be maintainable with increase in number of models, users, and ap-
plications. These challenges require innovation in various aspects



of the system - time series databases, ontology mapping, privacy
preserving mechanisms, data consistency across models, etc.

3.2 Models and Abstractions

3.2.1 Information Model

Information model is key to understanding the context of a build-
ing, development of other models and creation of reusable applica-
tions. Building information can be both static and dynamic. Static
information includes building location, area, architectural details
such as room geometries, electrical outlet locations, network lay-
out etc. Standards such as Industry Foundation Classes (IFC) [33],
and Green Building XML (gbXML) [1] are available, but they are
only used during the design and construction phase with limited
success [38], and not used for management at all. Dynamic infor-
mation includes data from power meters, sensors like temperature
or humidity, calendar schedule of conference rooms, local weather,
etc. Standards such as BACnet [14] and LonTalk [34] are popu-
lar, but proprietary extensions makes interoperability a challenge.
Lack of interoperability standards lead to an annual estimated loss
of $15.8 billion in the US [28].

The current standards available for information modeling are de-
signed for domain specific applications, and fail to provide abstrac-
tions for knowledge extraction without expertise. For example,
gbXML includes construction details such as materials used for
walls, room dimensions, duct work, etc., and an application that
wants to know the number of offices in a building needs to under-
stand gbXML terminology to extract the result. As a result, simpler
information models are being created for specific applications, like
Haystack for HVAC management [3], but they are not integrated
with other models, and are created manually.

3.2.2 Energy Model

Buildings consume significant amount of energy, and energy mod-
els are used to get insights on energy flows and identify opportu-
nities to improve efficiency. EnergyPlus [20] and DOE2 [21] are
popular simulation engines, and they use physics equations and de-
tailed building information such as construction materials, sched-
ule of operation and usage model to estimate energy consumption.
Due to lack of information models, these energy models are cre-
ated manually by domain experts either during design phase or
retrofitting of a building. These models are not used for mainte-
nance as it requires domain expertise to use them and has a steep
learning rate to extract even simple results.

Recent work has extended EnergyPlus to tie it to building man-
agement systems or co-simulated with other simulation engines
like Matlab [44]. Sensor data can be fed into EnergyPlus, and the
insights from the model is used in real-time to identify faults or
tune the control system. However, these are still at a nascent stage.
User facing software are also being created that makes energy mod-
els available to non-domain experts [19], and they allow creation of
simple models that give a basic understanding of energy consump-
tion patterns. However, lack of APIs make these unavailable to
developers, and hence, third party applications.

3.2.3 User Model

User comfort and productivity are the primary goals of building
systems, but current systems give limited control and feedback to
building occupants. Occupants are often unaware of how they can
configure the building systems to their needs, or how their actions
affect the operation of different systems, and their feedback is not
actively used by BMS [10].

As users form the center of many of the applications, understand-
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ing their needs and using their feedback needs to be an essential
part of BMS. Several approaches towards this step show promising
results. Energy feedback results in 5-15% reduction in consump-
tion [23], and users are more satisfied when they are provided con-
trol over their environment [29]. We developed a web application,
called Genie, that provides personalized HVAC status to the occu-
pants of the building, and allows users to control their temperature
settings [10]. Genie has been in operation for over 20 months for
a five floor building, and users actively provide feedback on their
comfort. Occupants feedback indicate that they are more comfort-
able with the given control, and their complaints and suggestions
have led to identification of several faults in the HVAC system. Fig-
ure 2 shows the screenshot of Genie interface.

Although Genie improves upon existing solutions to keep the
occupant in the loop, there are several aspects which remain un-
solved. Examples include occupants behavioral impact on energy
consumption [36], their perception of privacy [12], and resolving
occupant conflicts [31]. Each of these aspects need to be captured,
and made available for use to other applications and models so that
user requirements are addressed.

3.2.4  Operation and Maintenance Model

Buildings are carefully designed to match usage requirements
and to be energy efficient. Even though thousands of sensors are
installed for monitoring and their historical data is made available
through BMS, building managers struggle to keep equipment effi-
cient, and many faults remain unaddressed [30, 32]. This happens
because maintenance personnel are often understaffed as they rely
on the monitoring infrastructure, but the infrastructure has not been
designed to capture efficiency related faults. The sensors installed
are not enough to detect many common faults, BMSes do not sup-
port state of the art fault detection techniques, fault diagnosis tools
are limited, and user interface for fault management is lacking [40].

Continuous commissioning tools and fault detection frameworks
have emerged as solutions to these problems [45, 4]. We designed
BuildingSherlock [40], a fault management framework that builds
on top of BuildingDepot [7], and bridges together the information
model including sensor data, fault detection algorithms, building
managers user interface and occupant information from Genie. Fig-
ure 3 shows the software architecture of the system. We deployed
BuildingSherlock in the computer science building at UCSD, and
with adequate contextual information and improved fault detection
techniques successfully detected many faults not detected by the
traditional BMS. Table 1 shows the list of faults identified, and their
estimated energy savings.

BuildingSherlock is a good example of benefits gained when
models across different domains can be used together. The frame-
work can be further improved if the energy model is used to pro-
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Rule System | Faults | Estimated
Energy Waste

Supply Flow Excess | VAV 8 44.9 MWh/yr

Temperature Setpoint | VAV 27 167.6 MWh/yr

Insufficient Flow VAV 10 -
Thermostat Adjust VAV 33 -
Insufficient Cooling VAV 8 -
High Temperature VAV 1 -

Economizer
Damper Stuck AHU 1 197.8 MWh/yr
Total 88 410.3 MWh/yr

Table 1: Summary of HVAC Faults Detected

vide energy savings for the fault identified (energy savings were
estimated using fault specific rules), and the cost to fix faults could
be estimated if information on equipment repair were available.

3.3 Sentinel: An Example Application

Sentinel is an example of a CPS application that exploits infor-
mation across domains to save energy in buildings [11]. Sentinel
taps on to the WiFi network deployed in an existing building to
identify when devices connect to the network, and to which access
point they connect to. Using the location of access points within
the building and the mapping of offices to building occupants, the
app provides coarse grained location information (within 10 me-
ters). This information is enough for occupancy based control of
HVAC systems, and it resulted in savings 17% in electricity when
23% of the building area was controlled during this method (Figure
4). It is a good example of how information flow across different
domains can be exploited to create new generation of applications.

4. CASE STUDY II: AUTOMOBILES

Automobiles are one of the most technologically advanced and
complex CPS currently being produced. Modern automobiles are
no longer mechanically-dominated systems, and their physical be-
havior is greatly influenced by software and network systems. De-
signing an automobile with hundreds of Electronic Control Units
(ECUs) that control dozens of complex physical processes is a daunt-
ing task that requires collaboration across numerous multi-domain
experts from various organizations [17, 43]. The main limiting
factor in complex CPS development including automobiles is the
lack of design automation tools to support the early concept de-
sign phase [13, 27, 41]. It has been estimated that 70-80% of
the cost of a product is determined by the decisions taken at this
phase [26]. Thus, we need to create models with right abstrac-
tions, and tools that improve the automotive design process and
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allow companies to rapidly add new features, manage the hetero-
geneity of components, and maintaining the development time and
cost targets. Unfortunately, because of the incompatibility between
different domains [15], the traditional design tools cannot be easily
and effectively combined to perform system-level analysis and sim-
ulations. Therefore, significant research is required to develop the
models and design automation tools for the concept design phase
besides detailed design phases of the automobiles. Recently, to
solve such challenges starting from the early design phase abstrac-
tion level, Model Based Systems Engineering (MBSE) methodolo-
gies and tools are becoming more popular as they allow ECUs to be
designed, analyzed, implemented, and verified against system-level
and high-fidelity multi-disciplinary systems in model-, software-,
and hardware-in-the-loop simulations.

4.1 Functional Modeling

Prior work by one of the authors of this paper, in collabora-
tion with Siemens Corporation, has shown that functional modeling
may be used as an MBSE activity, where systems are described in
terms of their functionalities and the functionalities of their sub-
systems [16, 43]. The abstraction of the functional model reflects
what the system does and decouples the design intentions (func-
tions) from behavior and/or architecture. This improves the com-
munication among different disciplines and bridges the gap among
the domain experts to the same level of abstraction that is facil-
itated by the natural language. The modeling abstraction at the
functional level may be used by practitioners to perform a broad
design space exploration of various concepts and narrow down the
design space to the few architectures that do satisfy the require-
ments. For example, the designer may quickly analyze the tradeoffs
between various architectures for detecting humans using cameras,
sonar, and LIDAR through simulation. Functional models are inti-
mately related to architecture, defined as the allocation of physical
structures to functionality. From a design automation perspective,
the high abstraction level in the functional models makes them a
suitable formalism for modern automotive design. Functional mod-
els naturally express multi-domain design by abstracting details of
the continuous and discrete dynamics, and naturally allow cross-
domain collaboration [17, 43].

Functional models [16, 43] may use the Functional Basis Lan-
guages from NIST which consists of the vocabulary, syntax, and
semantics. For example, a function “Transmit thermal energy” rep-
resents a function “transmit” on the flow of “thermal energy” [16,
43]. Figure 5 shows an exemplary functional model of the cold loop
in an automotive HVAC system [17]. One functional model can be
synthesized into different architectures. For example, functional
model in Figure 5 can be synthesized into Single-zone HVAC and
Dual-zone HVAC architectures. Figure 6 compares the simulation
results for these two architectures. Although Functional Basis Lan-
guages from NIST has been shown to be a successful abstraction
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in many places [17, 43], significant future research is required to
develop new language at this abstraction level to decouple control,
physics, and communication.
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4.2 Electric Vehicle

Besides all the technological innovations happening in the tradi-
tional fossil-fuel-powered automobiles, Electric Vehicles (EV) are
considered as one of the most trending CPSs, which have been in-
troduced as a new paradigm of transportation to address the envi-
ronmental issues caused by greenhouse gases and other pollutants
coming from road transportation [6, 35]. Despite their advantages,
EVs pose major run-time and/or design-time challenges regarding
their sustainability and affordability [18].

There has been a significant push from industries to develop new
energy storage system architectures (e.g. the hybrid energy storage
system using batteries of different chemistries and ultracapacitors
connected in series or parallel) and novel battery management sys-
tems to improve battery performance, lifetime, and temperature-
related reliability issues [18, 42]. Hence, to solve these challenges
system-level modeling of energy storage system together with other
automotive components has been seen as as an enabling solution.
For example, prior work has shown that inside an EV, the HVAC
consumes the most power after the electrical motor [42]. How-
ever, its consumption is flexible and can be modulated by adjusting
the HVAC variables. Hence, a model-based predictive controller
is implemented to reduce the HVAC power consumption when the
power demand on the electrical motor is high. On the other hand,
when the electrical motor is consuming less or generating power,
the HVAC may increase its power consumption in order to main-
tain the cabin temperature and precool/preheat the cabin. Since the
battery lifetime is influenced significantly by the variation of the
State-of-Charge (SoC), this methodology may reduce the stress on

the battery and improve the battery lifetime and driving range.

Modeling the EV components has helped developers to improve
their design performance and efficiency by simulating and verify-
ing them at run-time in various conditions [8]. However, accuracy
and details of the model contribute significantly to the outcome im-
provement. For instance, modeling the battery lifetime degradation
and the situations contributing to it, more accurately may further
help the BMS to estimate the battery SoC and optimize the energy
consumption more efficiently [22]. We argue that significant re-
search is required for the design automation community to solve
these challenges for EVs.

5.  CONCLUSION

Cyber-Physical Systems applications are being developed across
various domains, and we presented two case studies with smart
buildings and automobiles, and some commonalities can be drawn
across the various applications we examined. Organization of in-
formation across various subsystems is crucial for development of
reusable applications, and models that specify different subsystems
accurately can bring large improvements in system performance.
Abstractions exposed by these models, and the environment pro-
vided by the system architecture play a central role in composabil-
ity of models and diversity of applications possible.

Large scale CPS applications are still in their infancy, and several
challenges need to be addressed to nurture their growth. To address
these challenges, we need to bring together expertise across various
disciplines - design experts, system engineers, policy makers, and
sociologists. As sensors and compute power get ever cheaper, and
communication technologies improve, we will continue to get more
detailed information from physical systems, propelling us towards
improved CPS applications.
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