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Abstract—We propose a novel power saving strategy called just like the node 1 and then drop the packet). Typically,
Sleep during Neighbor-Addressed Frame (SNAF) for improviy  the energy spent for reception is a significant fraction of

energy efficiency of IEEE 802.11 based wireless networks. BE  1ha anergy spent for transmitting a frame (refer Table |
802.11 (Wi-Fi) radios that employ SNAF mode can turn OFF For a frzgr}rlle F\)/vith transmission o?uration of (10 ms energ)y

their wireless transceivers {.e., put radios in sleep mode) within A . .
specific periods of neighbor-addressed frames while they ar consumed at the transmitter using Atheros card is about

being received. The sleep duration of transceivers is easp de- 13.5 mW x s. However, with a dozen nodes in the network,

termine with no loss of packet's critical control information. The  the total energy spent for receiving the 10 ms transmission i

proposed SNAF mode operation does not have any negative eaffe 11 x 1.02W x 10ms = 112.2 mW x s. That is, excluding

on network throughput and even complements Power Saving th ired to b t by th dd d .
Mode (PSM) available in 802.11 standard. We further propose € energy required to be spent by the addressed receiver

GreenFrame format for next generation wireless networks. h node, the collective energy wasted is about 75@iven the
experiments conducted in wireless LAN scenarios, we obsest  proliferation of WLAN systems, the collective energy wakte
savings as much as 57.8% when we implement SNAF mode inpy the nodes in reception mode will be very significant.
802.11 standard and up to 49.5% when we implement SNAF g re 1 shows number of unicast frames received by difteren
mode in 802.11 PSM. . . .
users during one hour trace interval in our campus WLAN

environment. This trace was collected inside a library fioca
by using a traffic sensor device which keeps Wi-Fi radio

Wireless systems based on IEEE 802.11 standards, timaimonitor mode to overhear all frames in a selected Wi-Fi
shipped more than 387 million radios in 2008, consunwhannel. Figure shows the frames that are actually destined
significant amount of energy. Originally, IEEE 802.11 was ndor individual users after excluding all broadcast framks.
designed for energy efficiency. Power Saving Mode (PSMpan be observed that 80% of users are almost idle, but they
was retrofitted to the 802.11 standard. PSM saves energyst§l need to spend energy just like active users (20%). In
keeping the radio in sleep mode whenever it is not expectertier to address this energy inefficiency present in 802vil,
to transmit or receive packets. Though PSM saves enefgypose a novel power saving strategy, Sleep during Neighbo
(especially in low-traffic scenarios), it has been foundt th&ddressed Frame (SNAF), in this work. The proposed SNAF
PSM can eventually result in higher consumption of energyrategy allows a node to go into sleep mode during reception
[1], [2], [3] and poor throughput and delay performanceof neighbor addressed frames, thereby, helping idle ugers t
Further, in moderate-to-high traffic scenarios, PSM cateot significantly save their energy.
able to put radios in sleep mode and, therefore, fails toess$dr
energy efficiency issue completely for many real-worldficaf
scenarios. In [1], authors suggested the use of turn OFF for

I. INTRODUCTION

TABLE |
POWER CONSUMPTION RATES 0B02.11 W-FI CARDS.

the entire NAV (Network Allocation Vector) period. Howeyer[ Activity WaveLAN [2] | Atheros [4] | Intel PRO

their solution has many deficiencies including high cadiis, Tgnsm'ts_s'on 11-63\’/V iggw i-gégw
. e eception . . .

low throughput, pacl_<et loss, and the inability to decre_n’uleet dle or Listen TI5W 0B9W 029aW

back-off counter during channel busy states — a very importatSieep or Doze| — 0.045 W 0.16W 0.128W

MAC activity for CSMA/CA protocols— among other issues.

We now illustrate with an example the energy inefficiency The rest of the paper is organized as follows. Section II
problem present in 802.11 standard. Consider a WLAN systeRplains SNAF strategy and Section Il discusses Greengram
with one Access Point (AP) and WLAN clients (nodes or design format. In Section IV, we provide detailed perforcen

users). When the AP transmits a packet to a node (nogesults and finally, we conclude the paper in Section V.
addressed frame), say node 1, due to broadcast nature of

wireless medium, the AP’s transmission is typically reeeiv |l- SNAF: SLEEP DURING NEIGHBOR-ADDRESSEDFRAME

by all the nodes in the vicinity of the AP. All the nodes Our objective here is to reduce the energy that a wireless
except node 1 find the packet was not addressed (neighbmient (node) needs to spend on processing 802.11 MAC

addressed frame) to them and they discard the pacleet (frames that are not addressed to itself. The IEEE 802.11 has
they completely receive the whole packet thus spendingggnethree kinds of MAC frames: Management, Control, and Data
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start contending for transmissions or ready to receive from
others.

The above discussion also tells us that, when a node is
receiving a frame, it just needs the destination addreskaif t
frame for taking a decision to sleep for a part of the frame.
In 802.11 standard, bytes 6-10 contain address of intended
receiver of the frame. Thus, if a node is receiving a neighbor
addressed frame it can potentially go into sleep mode as soon
as it receives first 10 bytes of the MAC frame.

In Algorithm 1 (lines 11 to 15), the energy consumed
for reception of 10 bytes of header and waking up from
sleep mode (Wakeup) is compared with energy consumed for
reception of the whole packet and idle time for SIFSTime. If
the former is lesser, SNAF is activated and node’s radio is
put into sleep mode. We are assuming here that the time for
Wakeup is exactly same as SIFSTime.
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Fig. 1. Total unicast frames addressed to different users.
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Fig. 2.  An example of SNAF strategy.

Algorithm 1 Transceiver turn-OFF decision algorithm

DA = Destination MAC Address present in receiving MAC fram
NA = MAC Address of Node receiving MAC frame

PL = Packet Length of MAC frame in bytes

DR = PHY Data Rate in bytes/sec

Pgjcep = Power consumed in Sleep mode

Preceive = Power consumed in Receive mode

Prq1. = Power consumed in Idle mode

SD = Sleep Duration

Ewakeup = Energy consumed in Wakeup

LN TRWNE

frames. The management and control frames are typicall

short because they contain only MAC header and no payloﬂ
However, Data frames are typically long and carry data fronp:
higher layers. Data frames, therefore, occupy channel for a
long duration and contribute to most of the energy consuméﬁf
tion at nodes. Ideally, in order to save energy, a node mugs:

. Receive the first 10 bytes of the MAC frame
> if DA # NA then

if ((PL'lO)XPSleep/DR+lO><PRecei’ue/DR+EWakeUp)
< (PLX Preceive/ DR+SIFSTimex Py 4. ) then

SD = (PL-10)/DR

Turn OFF radio for SD time interval
end if

receive only the most important parts of frambedder pary  16:
and it can sleep during less important parts of franpayload
part). Therefore, in SNAF mode, for a neighbor-addressed

frame (.e., a frame that is addressed to a neighbor of thfd- APplying SNAF in Legacy 802.11 devices

node that receives or overhears the frame), only the headeThe 802.11 standard does not contain a separate checksum
part of the MAC frame should be received by the node. Bjeld for MAC header part of frames and Frame Check
going tosleep modevhen the data payload part of neighborSequence (FCS) located at the end of MAC frames is for the
addressed frame is being delivered over wireless mediumertire frame. When a node is receiving the header part of the
node can save energy by avoiding unnecessary reception &mthe, a check is made if the frame is addressed to itself by
processing of the rest of the frame. The operation of SNAdrectly comparing address field in the framee( bytes 6—
strategy is illustrated in Figure 2 where, for receiver rmdiee 10) with its own MAC address, that is, without checking the
radio transceiver is ON for the entire duration of the framéeader’s accuracy using an additional checksum field. Node
however, for neighbor node(s), the radio transceiver is Odan put its radio in sleep mode immediately after completing
only during the Physical Layer Convergence Protocol (PLCIRception of first 10 bytes of the frame if the checking praces
and MAC header parts of the frame. One challenge heretdls that frame is not destined for itself as explained in

in determining the duration of the turn OFke(, sleepperiod Algorithm 1. Will the protocol be correct and is data sanity
because the Duration field in the MAC header of a Data frameaintained in the presence of potential bit errors that can
contains the duration for the complete frame exchange, ( creep into the header fields and go undetected? A detailed
DATA-ACK), therefore, it cannot be used. We utilize the PLCBbservation reveals that MAC operation does not face any
header fieldsSIGNAL Fieldand PSDU LENGTH Wordthat problems and we brief our observations here.

carry information about the transmission rate and lengtief Error(s) in the address fields of the frame: This kind

MAC frame, respectively, for determining the time duratain of errors can turn a node-addressed frame as a neighbor-
which the radio transceiver can be turned back ON. The timedddressed frame and vice versa. In the first case, a receiver
sleep is obtained by subtracting MAC header size fRR&DU node treats frame as neighbor-addressed one and sleeps for
LENGTH Wordand dividing the remaining.e., payload size) the rest of the frame. This is, in fact, good for energy sasing
with SIGNAL Field Once the transceiver is ON, the node cabecause the frame is anyway going to be dropped later due

end if




to FCS check failure. In the second case, node will receigell frames of ATM networks, and found to be very useful.
the frame in its entirety just like in 802.11 standard (tfi@re Through detailed experiments (presented in next sectiva),
no energy saving) and it will be dropped due to FCS cheéind that the performance remains largely unaffected by the
failure. additional overhead of GreenFrame design.
Error(s) in non-address fields of the frame: This kind
of errors may not create any problems for the node that the
frame is addressed to. Like the above case, the node wilWe studied the benefits of SNAF and GreenFrame by
drop the frame due to FCS failure. However, this scenario caimulating it using QualNet simulator and developing a pro-
be troublesome for the neighbors who will receive only thistype device. The simulations are performed in a WLAN
frame header when they employ SNAF scheme. The troublih 50 nodes (one Access Point and 49 clients) placed in
is mainly because some fields in the MAC frame headarterrain area of 100m100m. Transmission range is kept
such as the Duration field will be used by neighbors fajuite higher (284 m) to ensure that each node overhears
virtual carrier sensing thereby leading to erroneous egém other nodes. Channel frequency is 2.4 GHz and two-ray path
on the duration of the expected transmission. While such mss propagation model is employed. In our QualNet’s energy
erroneous Duration field may not create any errors, it camodel, transmission, reception, idle (overhear or listemd
potentially prevent the neighbor nodes from using the cbbnrsleep activities consume 840 mW, 612 mW, 534 mW, and
for a much longer time than required. An error in the Duratiof2 mW power, respectively. MAC PHY data rate is 11 Mbps
field of a DATA frame header may result in an abnormallyith ARF (auto rate fallback) enabled. RTS/CTS handshake
longer or shorter Network Allocation Vector (NAV) periodmechanism is enabled, however, the SNAF scheme is limited
for neighbors. In order to solve this problem, we suggest th@ only MAC DATA frames.
use of NAV cancelation timer solution. Upon seeing a DATA We compare performances of the following schemes:
frame, neighbor node sets NAV vector cancelation timer as §02.11 standard (802.11), 802.11 with SNAF enabled
x SIFSTime) + (ACK Time), so that the impact of erroneou802.11+SNAF), GreenFrame with SNAF enabled (Green-
Duration field can be alleviated. When NAV cancelation timeframe+SNAF), 802.11 with PSM enabled (802.11+PSM),
expires before seeing any channel activity, node clears NAB02.11 with PSM and SNAF enabled (802.11+PSM+SNAF),
and it can, therefore, start contending for channel. and GreenFrame with  SNAF and PSM enabled (Green-
One exception to the above discussed NAV cancelatiBmame+SNAF+PSM). In all experiments, we use Constant Bit
timer is when the received packet is a fragmented DATRate (CBR) flows and 50% of flows start from a randomly
frame (not the last fragment, whose case is exactly equalselected client and terminate at AP and vice versa. We used a
above case), where the Duration field of the fragment tylyicapacket length of 1250 bytes. All the simulations are exetute
includes time needed for next fragment and its ACK. Hence, far 100s. We measured performance in terms of aggregate en-
this case, neighbor node needs to set its NAV cancelaticgrtinergy consumption (mAHr) and aggregate network throughput
as (2 x SIFSTime) + (ACK Time) + (2x SIFSTime). All (Kbps). The aggregate energy consumed is the sum of total
these changes require only software changes and, therefereergy consumed at all nodes in the network. The aggregate
the proposed SNAF scheme can be applied to legacy 802thfoughput is the sum of throughputs of all CBR flows in the
a/b/g/n clients efficiently. network. Each experiment is repeated for 20 seeds and the
results are averaged.

IV. PERFORMANCERESULTS

Ill. GREENFRAME DESIGN

The motivation for GreenFrame design is to help the nods Simulation Results
apply energy saving strategies selectively at differemtspaf 1) Effect of Traffic Load:In this experiment, we have 25
the frame and to ensure that data correctness is not viaated CBR flows starting at random times during the simulation and
to potential error possibilities. The ideal GreenFrameigies staying till the end of simulation experiment. Traffic loal i
is when the MAC frame is split into two separate parts foraried from 200 Kbps to 11 Mbps by varying CBR flows’ Inter
checksum verification. The regular FCS field at the end #frrival Times (IATs). Figure 3 shows variation of aggregate
frame is used for protecting the MAC frame payload and a nesmergy consumption in the network with offered traffic load
two-byte Header Checksum (HCS) field is added for protectiigr all schemes. As shown in the figure, significant savings
the MAC header. The value addition by the HCS is that th@p to 56%) in terms of reduction in energy consumption
MAC header is protected and the inefficiency, due to the wroge achieved with SNAF and GreenFrame modes compared
address fields or other control information, can be alledat to 802.11 standard. As traffic load increases, the number
That is, the simple addition of a HCS field for the framef neighbor packets present in wireless medium increases.
header, at bytes 11-12 (immediately after the receivereaddrin 802.11+SNAF and GreenFrame+SNAF, nodes will go to
field) can help in verifying the correct address of receivadan sleep mode in more occasions, and hence energy consumption
All broadcast packets are considered node-addressedtpacilecreases with increase in traffic load. However, nodegihat
in this case. Such an addition of the HCS field, exclusivelyot employ SNAF design need to receive and then drop most
for the MAC header, is in existence in many popular framef the packets in wireless mediume(, neighbors packets),
formats such as the PLCP part of the 802.11 MAC frame atiterefore, energy consumption increases with increasaffict
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Fig. 3. Energy vs Traffic load in different schemes. Fig. 4. Throughput vs Traffic load in different schemes.

load. Hence, high traffic situations are ideal scenariosh& t7 Mbps offered traffic load. PSM achieved lower throughput
case of SNAF design for observing higher benefits in terms cbmpared to 802.11 scheme because it increases delays in
energy savings. Traffic helps to save energy! It is to be rdticthe delivery of frames. Depending on beacon interval length
that when offered load reaches 7 Mbps, network reaches titgnsmitters may have to buffer frames for a while in order
saturation point because we used 802.11b PHY with 11 Mbps. inform receivers about their packets in the upcoming
Now we compare power savings of our solution combinetinnouncement Traffic Indication Message (ATIM) window.
with PSM (802.11+SNAF+PSM) with 802.11, 802.11+PSMPSM also incurs additional control overhead as it involves
and 802.11+SNAF. At low traffic, as PSM puts idle nodegxchanging additional control frames like ATIM frames and
in sleep mode for most of the time, it leads to signifPS-Poll frames between AP and WLAN clients. However, our
icant energy savings compared to 802.11 schemes. Hdwplution (802.11+SNAF) does not suffer from any side effect
ever, with increase in traffic load, energy consumed by a@s it puts a node in sleep mode only for a fraction of frame
tive nodes (transmitters and receivers of CBR flows) irluration for packets that are meant for neighbors. Throughp
creases and hence energy consumed steadily increases #ith802.11+SNAF+PSM and 802.11+PSM schemes overlap
traffic load in 802.11+PSM scheme. When we compa@#d decrease with increase in number of flows due to increased
802.11+PSM with 802.11+SNAF scheme, for low traffi¢lelay in delivery of packets due to collisions. When the load
loads 802.11+PSM outperforms 802.11+SNAF scheme. Thgs7 Mbps, throughputs of 802.11 and 802.11+PSM overlap
is because 802.11+SNAF savings are due to its sleep durbiggause 802.11 scheme experienced more collisions cothpare
reception of neighbor-addressed frames and there are [#5802.11+PSM. We observed on average 333 and 284 retrans-
chances for it to go sleep mode when there is low traffic lodissions per node at 7 Mbps in 802.11 and 802.11+PSM, re-
in the network. On the other hand, 802.11+PSM exploits id&pectively. With GreenFrame, there is a decrease in thmutgh
time (lack of frames destined for a node) and converts thad high traffic loads ¥5Mbps). This is due to the 2 bytes of
efficiently into sleep time. 802.11+SNAF does not exploieid HCS added to the header.
time, instead it exploits reception time on neighbors p&cke 2y Effect of Number of Nodestn this experiment, we
and hence it saves a lot of energy when there is high traffifdied the effect of number of nodes by keeping the number
load and out-performs 802.11+PSM in high traffic conditiongf active flows and the traffic load kept constant. The total
Thus, these schemes are complementary as each one explgiffic load in the network is 5 Mbps, 3 nodes are transmitting
different phases of the node state. This can be seen from {h&ne AP and 2 nodes are receiving from the AP. The total
plot that 802.11+SNAF+PSM scheme saves more compaigémber of nodes in the network is varied from 5 to 50. As
to 802.11+PSM and 802.11+SNAF schemes, and the savigwn in Figure 5, in 802.11 the total energy consumed in the
increase with offered traffic loads. network increases as the number of receiver nodes increases
When we look at the curves for GreenFrame design, tigom the difference between the curves of SNAF and 802.11
energy saved is almost the same as SNAF. Thus, in the enef@y can see that the energy savings due to application of
plots the SNAF and GreenFrame curves are overlapping. SNAF strategy increase with increase in the number of nodes.
To prove that our 802.11+SNAF design will not affecThe energy savings in the 50 node network is as high as
network throughput, we plotted aggregate network through7.8% when we compare 802.11 with 802.11+SNAF. In PSM
put versus offered traffic in Figure 4. Both the 802.11 anehabled schemes, the total energy consumed is less compared
802.11+SNAF schemes have exactly same throughput becatasether schemes as the number of idle nodes has increased.
SNAF neither changes frame formats nor exchanges additiomae PSM+SNAF enabled schemes show a further decrease in
frames. The throughput increases initially, then satgrae energy consumption as expected. Here also the energy saving
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Fig. 5. Energy vs Number of Nodes in different schemes. Fig. 6. Energy vs PHY Data Rate in different schemes.
increase with the number of idle nodes. 30 802.11 —
The throughput is not affected by SNAF on both 802.11 802.11+SNAF oo

and 802.11+PSM. The graphs on the plot of throughput are
exactly overlapping. Therefore, we omit it from the resttoét
paper.

3) Effect of PHY Data Rateln this experiment, we studied
the effect of PHY data rates of energy savings by keeping the
traffic kept constant at 1Mbps. IEEE 802.11b PHY data rates
of 1 Mbps, 2 Mbps, 5.5 Mbps, and 11 Mbps are considered in
this study. From Figure 6 we can see that with lower data rates 1 2 3 4 5 6 7 8
the nodes will take longer time to transmit a packet. So, in Number of Flows
SNAF and GreenFrame modes, the idle nodes will get moggg 7. an idle User's Total Energy consumption due to reiceptof
time to sleep on neighbor packets. Thus, we see maximuaighbor-addressed frames.
savings at 1 Mbps and the least at 11 Mbps.

Total Energy (mW-Sec)

B. Results from the Prototype: ) ) )
OFF during the reception of neighbor-addressed frames. We

We prototyped SNAF _solutlon using a , program_ma_tblgbserved significant energy savings with proposed scheme, t
802.11b platform, CalRadio [5]. The RF chip’s transm|ss|ori1 e tune of 57.8% and 49.5%, compared to regular 802.11

re;:ep?(irg, s;‘ar;%bykaridssleAep rgofesAconsuth; C:Jrr\e;\?ts A& PSM of 802.11, respectively. Additional benefits of SNAF
rate of LomA, SUMA, 1.oMA, and IMA, TESpECtively. We Cong, ¢ . simplicity to implement, inter-operability wilegacy

figured four CalRadio devices as a single-hop ad hoc netwaoy ices, and absolutely no impact on throughput perfor@anc
testbed and used the external clamp-on current meter émw_”We confirmed the benefits by implementing SNAF scheme in

of 1mA) for measuring current consumption of the dewcg real prototype device. We also proposed GreenFrame format

under test. With 8 background traffic flows, generatedPing e L
utility using 1400 byte packets, we found that the CaIRad|a modification to 802.11 frame, that also resulted in sigaific

. ! ergy savings with minimal impact on network throughput.
device under test resulted in 2 mA Root Mean Square (F%Mgs1 gy savings wi n 'mp ughpu

current saving with 802.11+SNAF scheme which makes a ACKNOWLEDGMENT
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